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1. INTRODUCTION 

Diabetes is a chronic health condition affecting a large 

number of individuals worldwide. Early detection and 

diagnosis of diabetes are crucial in the management of the 

disease. Living a stressful life or being overweight and 

carrying excess weight in the midsection of the body 

hampers insulin's activity, which eventually results in 

diabetes. As per the study of the International Diabetes 

Federation, 451 million people across the world had this 

disease in 2017, and this number is expected to rise to 693 

million people in the next two decades [1]. Diabetes is a 

result of improper functioning of the pancreas, due to which 

the level of blood glucose becomes inconsistent, when no 

insulin is produced, creating type-1 diabetes or insulin 

resistance in cells, which results in type-2 diabetes [2, 3]. 

Machine learning as a data analysis tool is becoming very 

popular and researchers are keen to address the issues of 

disease prediction using various machine learning 

algorithms. The usage of Decision Tree, SVM, and Naive 

Bayes for the diabetes prediction has been suggested by the 

authors in [4].  

This research work focuses on a dataset of diabetic female 

pregnant patients. The remaining section of the paper is 

organized as follows: The related work is presented in 

Section 2. The algorithms and approaches are presented in 

Section 3. The results are presented in Section 4, and the 

study is concluded with a discussion of the work's future 

prospects in Section 5. 

2. RELATED WORK 

Feature selection and missing value imputation are important 

steps in pre-processing data for machine learning algorithms. 

There have been several studies that have evaluated the 

effectiveness of these techniques for predicting diabetes. 

One study conducted by authors used the Pima Indian 

diabetes dataset to evaluate the effectiveness of feature 

selection and missing value imputation on prediction 

accuracy. The authors used several feature selection 

techniques, including correlation-based feature selection and 

recursive feature elimination, and compared the performance 

of different missing value imputation methods, including 

mean imputation and K-nearest neighbor imputation. The 

results showed that the combination of recursive feature 

elimination and K-nearest neighbor imputation resulted in the 

highest prediction accuracy [ 5]. 

Another study conducted by authors to compare the 

performance of several feature selection techniques, 

including principal component analysis and genetic 

algorithms, for predicting diabetes using the Pima Indian 

diabetes dataset. The authors found that genetic algorithms 

outperformed other feature selection techniques in terms of 

prediction accuracy [6]. 
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In a different study, researchers used the Pima Indian 

diabetes dataset to assess the impact of missing value 

imputation on the accuracy of diabetes prediction. The 

authors compared the performance of several imputation 

methods, including mean imputation and expectation-

maximization algorithm, and found that expectation-

maximization algorithm outperformed other imputation 

methods in terms of prediction accuracy [7]. 

Researchers have employed a variety of machine 

learning methods, such as Decision Tree, Decision Table, 

etc., to forecast this disease. It has been demonstrated that 

these learning algorithms are more effective at identifying 

various diseases [8],[9],[10]. Due to their capacity for 

managing large amounts of data, their capacity to combine 

data from various sources to pre-process and handle 

erroneous data, as well as their capacity to integrate any 

domain information seamlessly, data mining and machine 

learning algorithms are advantageous in this regard[11-13] 

[15]. Orabi et al. in [14] studied a group of people of a 

certain age group and designed a system for diabetes 

prediction for this group. Decision trees were applied and 

the obtained results were satisfactory. Researchers in [16] 

applied classification algorithms Naïve Bayes, Decision 

Trees and K Nearest neighbour for prediction of diabetes. 

A detailed review of techniques for Diabetes prediction 

can be found in [17]. Changsheng et al [18] developed a 

logistic regression model for predicting diabetes, and in 

our research we have taken this paper for comparison 

purpose. Choubey et al in [19] applied naïve bayes with 

genetic algorithm for feature selection, and then developed 

a model for classification of Pima Indian diabetes dataset. 

In [20] Dhomse et al applied principal component analysis 

for disease prediction. Several other researchers have 

successfully applied and performed evaluation of 

classification mining techniques [21-25].  Authors in [26] 

apply an intelligent approach, using two modules for 

diabetes prediction. In the first one an artificial neural 

network model predicts fasting blood sugar, and in the 

second one studies the relation of fasting blood sugar with 

the symptoms to predict diabetes.  

In terms of recent work, the paper mentions several 

studies that have explored feature selection and missing 

value imputation techniques for predicting diabetes. Some 

notable findings from these studies include: 

i) One study evaluated the effectiveness of feature 

selection and missing value imputation on 

prediction accuracy using the Pima Indian 

diabetes dataset. The combination of recursive 

feature elimination and K-nearest neighbor 

imputation resulted in the highest prediction 

accuracy [27]. 

ii) Another study compared different feature 

selection techniques and found that genetic 

algorithms outperformed other methods in terms 

of prediction accuracy for diabetes using the same 

dataset. 

iii) A separate study assessed the impact of missing 

value imputation on diabetes prediction accuracy. 

The expectation-maximization algorithm showed 

superior performance compared to other 

imputation methods[28]. 

Overall, these recent works highlight the importance of 

feature selection and missing value imputation in 

improving prediction accuracy for diabetes. The proposed 

work in the article aligns with these studies by 

incorporating feature selection and handling missing 

values in the evaluation of machine learning models. 

It is worth noting that the proposed work specifically 

focuses on the Pima Indian dataset, which includes 

information from 768 female patients of Pima Indian 

heritage. The dataset consists of 8 medical predictors and 

1 target variable indicating the presence or absence of 

diabetes. The researchers explore various exploratory 

statistics of the dataset and replace incorrect values before 

performing the experiments. 

In terms of methodology, the proposed work 

describes the use of feature selection methods (e.g., 

correlation-based feature selection, recursive feature 

elimination, principal component analysis, genetic 

algorithms), missing value imputation methods (e.g., mean 

imputation, median imputation, K-nearest neighbor 

imputation, expectation-maximization algorithm), and 

machine learning algorithms (e.g., logistic regression, 

support vector machines) for diabetes prediction. The 

performance of the classifiers is evaluated using metrics 

such as precision, recall, F-measure, and accuracy [29]. 

In conclusion, the proposed work in the article 

aligns with recent studies by exploring feature selection 

and missing value handling techniques for diabetes 

prediction. It focuses on evaluating the performance of 

Logistic Regression and Support Vector Classifier on the 

Pima Indian dataset and provides insights into their 

accuracy and other evaluation metrics. 

Overall, these studies demonstrate the importance 

of feature selection and missing value imputation in 

predicting diabetes, and suggest that careful selection of 

these techniques can significantly improve prediction 

accuracy. However, the optimal selection of these 

techniques may depend on the specific characteristics of 

the dataset and the machine learning algorithm used. 

3. METHODS AND ALGORITHMS 

There are various methods and algorithms that can be used 

to evaluate the effectiveness of feature selection and 

missing values in prediction accuracy for diabetes. Here 

are some commonly used ones: 

i) Feature Selection Methods: Several feature selection 

methods can be used, such as correlation-based 

feature selection, recursive feature elimination, 

principal component analysis, and genetic 

algorithms. These methods can help identify the most 

relevant features that contribute to prediction 

accuracy, and reduce the number of irrelevant or 

redundant features. 

ii) Missing Value Imputation Methods: Several missing 

value imputation methods can be used, such as mean 

imputation, median imputation, K-nearest neighbor 

imputation, and expectation-maximization 

algorithm. These methods can help estimate the 

missing values in the dataset, and improve the 

accuracy of the machine learning algorithm. 
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iii) Machine Learning Algorithms: Various machine 

learning algorithms can be used to predict diabetes, 

such as logistic regression, decision trees, support 

vector machines, random forests, and neural 

networks. These algorithms can be trained and tested 

using different combinations of feature selection and 

missing value imputation methods, and their 

performance can be compared to identify the optimal 

combination. 

iv) Evaluation Metrics: The performance of the machine 

learning algorithms can be evaluated using various 

metrics, such as accuracy, precision, recall, F1 score, 

area under the receiver operating characteristic curve 

(AUC-ROC), and mean squared error (MSE). These 

metrics can help quantify the prediction accuracy and 

reliability of the machine learning algorithm. 

Overall, the selection of methods and algorithms may 

depend on the specific characteristics of the diabetes 

dataset, such as the size, dimensionality, and distribution 

of the data, as well as the research question and objectives 

of the study. 

In this paper the main objective is to perform 

feature selection and evaluate its effect on prediction 

accuracy. We also aim to pre-process the data and handle 

missing values. The datasets have been evaluated by the 

logistic regression and support vector machine classifier.  

We now present the algorithm for feature selection and 

replacement of missing values. 

Algorithm1 

Input: Dataset D, Classifier set {Ci}, Features subset f // F 

is the complete set of features Output: Accuracy 

Start 

1. For each classifier Ci in the Classifier set:  

a) For each record in the Dataset D:  

i) Find missing values within the feature subset f.  

ii) Replace the missing values with either the 

Mean or Median.  

b) Apply the classifier Ci on the preprocessed 

dataset.  

c) Record the accuracy of the classifier Ci. 

2. End for loop. 

3. Return the accuracy values obtained for each classifier. 

End 

 

This algorithm takes a dataset D, a set of classifiers {Ci}, 

and a subset of features f as input, and returns the accuracy 

of the classifiers on the dataset after performing missing 

value imputation on the specified subset of features. 

The algorithm first loops through each classifier 

Ci in the provided set. For each classifier, it then loops 

through each record in the dataset and checks if any values 

are missing within the feature subset f. If there are missing 

values, they are replaced with either the mean or median 

value of the feature, depending on the implementation. 

Once all missing values have been imputed, the 

classifier is applied to the modified dataset, and its 

accuracy on the data is recorded. This process is repeated 

for each classifier in the set. 

Finally, the algorithm returns a list of accuracy 

values for each classifier, which can be used to compare 

the performance of the different classifiers on the dataset 

with missing values imputed using mean or median 

imputation. 

Note that the performance of the algorithm may 

vary depending on the choice of feature subset and the 

specific classifiers used. Additionally, there may be other 

methods for missing value imputation that could be used 

instead of mean or median imputation, depending on the 

characteristics of the dataset and the goals of the analysis. 

In this research work we applied two classifiers, 

namely logistic regression and support vector classifier for 

computing the classification parameters. 

4. EXPERIMENTS AND RESULTS 

4.1 Datasets 

The Pima Indian dataset is a well-known dataset used for 

machine learning and data mining research related to 

diabetes. The dataset contains information from 768 

female patients of Pima Indian heritage who were aged 21 

or older and living near Phoenix, Arizona, USA. The data 

was collected by the National Institute of Diabetes and 

Digestive and Kidney Diseases and is publicly available. 

The dataset includes 8 medical predictors and 1 target 

variable, which is a binary variable indicating whether or 

not the patient has diabetes. The 8 medical predictors are: 

i) Pregnancies: the number of times the patient has been 

pregnant 

ii) Glucose: plasma glucose concentration 2 hours in an 

oral glucose tolerance test 

iii) Blood Pressure: diastolic blood pressure (mm Hg) 

iv) Skin Thickness: triceps skin fold thickness (mm) 

v) Insulin: 2-Hour serum insulin (mu U/ml) 

vi) BMI: body mass index (weight in kg/(height in m)^2) 

vii) Diabetes Pedigree Function: diabetes pedigree 

function (a function which scores likelihood of 

diabetes based on family history) 

viii) Age: age of the patient in years 

The dataset also includes missing values for some of the 

predictors, which makes it a suitable dataset for evaluating 

the effectiveness of missing value imputation methods. 

In this study, the Pima Native dataset was employed. Table 

1 provides information about the dataset. Though we did 

not come across any NaN values in the dataset but we did 

have values in the dataset not in compliance with the values 

as stated below: 

• Glucose level cannot be above 150 or below 70. 

• Blood Pressure cannot be below 55. 

• Skin thickness cannot be 0. 

• BMI index cannot be 0. 

 

Table. 1 PIMA Dataset Description. 

 

S. No. Attribute 

1 Number of times pregnant (P) 

2 Plasma glucose concentration (G) 

3 Blood pressure (Diastolic) (BP) 

4 Triceps skin fold thickness(mm) (ST) 

5 2-Hour serum insulin (I) 
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6 Body mass index(kg/m2) (BM) 

7 Diabetes pedigree function (DP) 

8 Age (years) (A) 

9 Class Variable (True or False) 

 

 
Fig. 1 Exploratory statistics of Pregnancies variable  

 

From Figure 1, we can see that the distribution of 

pregnancy counts is right-skewed, with a majority of 

observations falling in the range of 0-5. 

 
Fig. 2 Exploratory statistics of Glucose variable 

 

From Figure 2, we can see that the distribution of glucose 

values is roughly normal, with a majority of observations 

falling in the range of 80-140. 

 

 
 

Fig. 3 Exploratory statistics of Skin Thickness variable 

 

From Figure 3, we can see that the distribution of skin 

thickness values is right-skewed, with a majority of 

observations falling in the range of 0-30. 

 

 
 

Fig. 4 Exploratory statistics of Insulin variable 

 

From Figure 4, we can see that the distribution of insulin 

values is right-skewed, with a majority of observations 

falling in the range of 0-200. 

 

 
Fig. 5 Exploratory statistics of BMI variable 

 

From Figure 5, we can see that the distribution of BMI 

values is right-skewed, with a majority of observations 

falling in the range of 20-40. 

 

 
Fig.6 Exploratory statistics of Diabetes Pedigree function  
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From Figure 6, we can see that the distribution of pedigree 

function values is right-skewed, with a majority of 

observations falling in the range of 0-1. 

 

 
Fig.7 Exploratory statistics of Age variable 

 

From this histogram, we can see that the distribution of age 

values is right-skewed, with a majority of observations 

falling in the range of 20-40. 

 

 
Fig. 8 Exploratory statistics of Blood Pressure variable 

 

From this histogram, we can see that the distribution of 

blood pressure values is approximately normally 

distributed, with a majority of observations falling in the 

range of 60-90. 

 

 
Fig. 9 Exploratory statistics of Outcome 

The values which were noted to be incorrect with respect 

to the parameters were selected for replacement. The 

exploratory statistics after replacing with mean are given 

in the Figure 1 to 9. 

4.2 Evaluation Parameters 

Precision is one of the evaluation metrics commonly used 

in classification problems such as diabetes prediction. It 

measures the proportion of true positive cases (patients 

predicted to have diabetes who actually have it) among all 

the cases predicted as positive.  

Other commonly used evaluation metrics for classification 

problems include recall, which measures the proportion of 

true positive cases among all actual positive cases, F-

measure, which is a harmonic mean of precision and recall, 

and accuracy, which measures the proportion of correct 

predictions among all cases. Therefore, using precision, 

recall, F-measure, and accuracy as evaluation parameters 

is appropriate for this research work. 

• Precision (P) is calculated as the ratio of the number of 

true positive cases to the total number of cases 

predicted as positive, which is the sum of true positive 

and false positive cases. The formula for precision is: 

𝑃 = 𝑇𝑃(𝑇𝑃 + 𝐹𝑃)                                    (1) 

Where TP is the number of true positive cases and FP 

is the number of false positive cases. 

• Recall (R) is calculated as the ratio of the number of 

true positive cases to the total number of actual positive 

cases, which is the sum of true positive and false 

negative cases. The formula for recall is: 

𝑅 = 𝑇𝑃(𝑇𝑃 + 𝐹𝑁)                                    (2) 

Where TP is the number of true positive cases and FN 

is the number of false negative cases. 

• The F-measure (also known as F1 score) is the 

harmonic mean of precision and recall, and it provides 

a single metric to evaluate a model's performance. The 

formula for F-measure is: 

𝐹𝑀 = 2 ∗ (𝑅 ∗ 𝑃)/(𝑅 + 𝑃)                        (3) 

Where R is recall and P is precision. 

• Accuracy is another commonly used evaluation metric 

in machine learning, and it measures the overall 

correctness of the model's predictions. The formula for 

accuracy is: 

𝐴 = (𝑇𝑃 + 𝑇𝑁)/ 𝑇𝐸                                (4) 

Where TP is the number of true positives, TN is the 

number of true negatives, and TE is the total number of 

examples in the dataset. 

4.3 Results 

The experiments were executed for all features, 5 features 

and 6 features out of the total 8 features. In each case we 

evaluated on No replacement of zero values, replacement 

with mean and replacement with median. The results of 

classification are summarized in Table 2(a) and Table 2(b). 

 

Table. 2(a) Classification results for Support vector 

classifier 

 

Features Replace 

-ment 

Logistic Regression Classifier 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F 

Measure 
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All None 75 73 51 60.04 

All Mean 74 69 54 60.58 

All Median 75 73 51 60.04 

5 features None 78 78 57 65.86 

5 features Mean 75 73 51 60.04 

5 features Median 78 78 57 65.86 

6 features None 75 71 54 61.34 

6 features Mean 76 74 54 62.43 

6 features Median 75 71 54 61.34 

5 features: (P,G,BP, ST, A)** 6 features: (P,G,BP, ST,I, 

A)** 

** P – Pregnancies; G – Glucose; BP – Blood Pressure; 

ST – Skin Thickness; I – Insulin; A- Age 

 

Table 2(a) shows the classification results for the Support 

Vector Classifier. The experiments were conducted using 

different feature sets (All, 5 features, and 6 features) and 

different replacement methods (None, Mean, Median) for 

zero values. The evaluation metrics include Accuracy, 

Precision, Recall, and F-Measure. 

For the Support Vector Classifier: 

• When using all features, regardless of the 

replacement method, the accuracy ranges from 74% 

to 75%. 

• When using 5 features, the accuracy ranges from 

75% to 78%. 

• When using 6 features, the accuracy ranges from 

75% to 76%. 

 

Table. 2(b) Classification results for Logistic regression 

 

Features Replace 

-ment 

Logistic Regression Classifier 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F 

Measure 

All None 78 74 62 67.47 

All Mean 77 73 59 65.25 

All Median 78 74 62 67.47 

5 

features 

None 81 80 65 71.72 

5 

features 

Mean 79 79 59 67.55 

5 

features 

Median 81 80 65 71.72 

6 

features 

None 80 79 62 69.47 

6 

features 

Mean 79 79 59 67.55 

6 

features 

Median 80 79 62 69.47 

5 features: (P,G,BP, ST, A)** 6 features: (P,G,BP, ST,I, 

A)** 

 

For Logistic Regression Classifier (Table 2(b)): 

• When using all features, regardless of the 

replacement method, the accuracy ranges from 77% 

to 78%. 

• When using 5 features, the accuracy ranges from 

79% to 81%. 

• When using 6 features, the accuracy ranges from 

79% to 80%. 

In both classifiers, using 5 features consistently 

outperforms using all features. Additionally, the 

replacement method for zero values (None, Mean, Median) 

does not have a significant impact on the classification 

results. 

The features used in the experiments are as follows: 

• 5 features: P (Pregnancies), G (Glucose), BP (Blood 

Pressure), ST (Skin Thickness), A (Age) 

• 6 features: P (Pregnancies), G (Glucose), BP (Blood 

Pressure), ST (Skin Thickness), I (Insulin), A (Age) 

 

 
** P –  Pregnancies; G – Glucose; BP – Blood Pressure; 

ST – Skin Thickness; I – Insulin; A- Age 

 

Fig. 10 Logistic Regression Classifier 

 

 
** P –  Pregnancies; G – Glucose; BP – Blood 

Pressure; ST – Skin Thickness; I – Insulin; A- Age 

 

Fig. 11 SVC Classifier 

 

The graphical visualization of the best results which were 

obtained for 5 features are given in Figure 10 and Figure 

11.  

 

Table. 3 Comparative results with other researchers 

 

Classifier Accuracy 

(%) 

Support Vector Machine [Sisodia et al, 

2018] 

65.10 

Naïve Bayes [Sisodia et al, 2018] 76.30 

Decision Tree [Sisodia et al, 2018] 73.82 

Logistic Regression [Changsheng Zhua et 

al, 2019] 

77 
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K-Nearest Neighbours [Changsheng Zhua et 

al, 2019] 

75 

Support Vector Machine [Changsheng Zhua 

et al, 2019] 

76 

Naïve Bayes [Changsheng Zhua et al, 2019] 74 

XGBoost [Changsheng Zhua et al, 2019] 76 

Logistic Regression Proposed – 5 features 81 

Support Vector Classifier Proposed – 5 

features  

78 

5. CONCLUSION 

In conclusion, our study demonstrates the importance of 

feature selection and missing values handling in improving 

the accuracy of machine learning models for diabetes 

prediction. Accuracy has always been an intuitive measure 

of goodness of a model. However, since this dataset is 

disease prediction and detecting a healthy person as 

diabetic would be not advisable, which means precision 

values should also be taken into account. Similarly, If a 

sick patient goes through the test and predicted as not sick, 

this would also be an undesirable outcome, hence, recall 

values should also be taken into account in defining the 

model goodness. Clearly stated, recall is the classifier's 

ability to recognize all of the positive samples. All the 

classification algorithms, namely, logistic regression and 

support vector classifier were applied on the dataset and 

results presented in Table 2(a) and Table2 (b). The highest 

accuracy of 81%, precision of 80% and recall of 65% are 

achieved with the logistic regression classifier applied on 

five features. It was further noted that replacement of 

missing values by mean reduced the accuracy, however 

replacement by median did not change the accuracy. 

Further, upon comparing our work with other researchers, 

we can see from Table 3, that the accuracy of our algorithm 

is the highest. Our findings have practical implications for 

the development of accurate and reliable machine learning 

models for diabetes prediction As part of ongoing work, 

authors propose to experiment with data augmentation 

approaches to improve the classification accuracy, since in 

medical domain collection of large datasets may not be 

always feasible. We also plan to work on more machine 

learning algorithms for classification and other feature 

selection approaches.  
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