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1. INTRODUCTION 

Globally, the second most significant food resource is wheat. It 

plays a critical role in supporting worldwide food security, 

which represents the world’s highest producer [1]. In 2050, the 

global population is predicted to be 9 billion, which meets the 

expected augmented demand of 60 percent. The annual wheat 

yield needs to increase from the present level of 1% to at least 

1.6% [2]. Thus, the agricultural forecast output is exceeded by 

the projected demand for cereal grain. For satisfying the pro-

jected worldwide food demand, global crop production must be 

doubled. Despite the crops’ consumptive water usage, pests 

and diseases could limit the yields since they interrupt signifi-

cant physiological processes, such as respiration, nutrient trans-

location, photosynthesis, water, et cetera [3]. Pests mainly oc-

cur in the leaf part of a plant. The Leaf Area Index (LAI) is 

used for calculating biophysical processes in crop models.  

Hence, during the entire growing season, this parameter’s per-

sistent monitoring is significant for farm management [4]. 

Some of the pests and diseases are given as follows. One of the 

economically significant insect pests is the Orange Wheat 

Blossom Midge (OWBM). In Canada as well as the UK, 

OWBM caused annual wheat losses exceeding C$60,000,000 

and £60,000,000, correspondingly [5].  
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Currently, the most destructive and prevalent rust pathogen in 

wheat is leaf rust, which is caused by the obligate biotrophic 

fungus. For disturbing spike formation or else making the spike 

partly or entirely bleached, the rachis’s base or upper part is 

generally attacked by the wheat blast pathogen, which leads to 

wrinkled seeds or no grain [6] [7]. Therefore, the detection of 

pests and diseases is more significant.  

Hence, manual techniques are introduced. This is also limited 

concerning the higher rate of manual errors, accuracy, together 

with time consumption. For enhancing the physiological trait 

prediction using wheat leaf reflectance spectral data, various 

Machine Learning (ML) systems are utilized [8] [9]. Pest and 

disease classification is vital for crop disease detection, with 

the DL technology development in current years. Thus, for 

collecting higher-resolution images, satellite, airplane, and on-

ground machinery platforms have been adopted by various 

studies. But, regarding spatial resolutions, numerous limita-

tions are faced by airplane and satellite technologies. Also, 

they render an expensive solution [10]. As per various reports, 

the sensitive bands screened by remote sensing are diverse. 

Hence, a DL framework for wheat field disease and pest classi-

fication in leaves via satellite images using NC-ELM is pro-

posed.  

1.1 Problem Statement 
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Some of the existing techniques have some disadvantages, 

which are described below, 

• Wheat disease detection was generally described us-

ing RGB images; also, the irregular and blurred 

boundary problems of the areas are not considered by 

the basic semantic segmentation algorithms, which re-

stricted the disease segmentation performance. 

• In existing techniques, satellite image-based wheat 

field analyses concentrated on a particular type of 

wheat disease. Different types of wheat field diseases 

were not studied. 

• The classification of both the pests and the diseases 

was not done in most of the existing methodologies. 

1.2 Objectives 

The proposed research system has some research objectives, 

which are enlisted further, 

❖ The proposed model develops an automatic wheat dis-

ease and pest classification algorithm using satellite 

images to cope with boundary problems. 

❖ To overcome the field’s irregular as well as blurred 

boundary problems, a region segmentation AIS algo-

rithm is proposed, which resulted in an accurate seg-

mentation. 

❖ An effective NC-ELM classification algorithm is 

modeled to classify different types of wheat field dis-

eases and pests. 

The paper is organized as: the associated works are elucidated 

in Section 2; the proposed methodology is illustrated in Section 

3; the experimental perusal is demonstrated in Section 4; lastly, 

the paper is wrapped up in Section 5. 

2. RELATED WORKS 

An effective Dual Flow UNet (DF-UNet) detection algorithm 

for predicting various levels of diseases was recommended. As 

per the outcome, the Overall Accuracy (OA) on yellow rust 

detection reached 96.93%. But, it was challenging to detect 

yellow rust at an earlier stage, thus less labeled data was re-

quired [11]. 

A detection technique that was named a specific Fusarium 

Head Blight (FHB) was presented. Here, a system, which com-

bined the Instability Index and Spectral Angle Mapper classifi-

er (ISI-SAM), was wielded. An overall classification accuracy 

(89.80%) was attained by the developed approach. The limita-

tion here was the presented technique utilized a lower sampling 

quantity in every single stage [12].  

A model for the Yellow Rust Optimal Index (YROI) was estab-

lished. This model was designed using hyperspectral data, 

which was wielded by a spectrometer for quantitatively esti-

mating yellow rust. Outcomes demonstrated a higher accuracy 

for the presented technique. The model was not validated using 

imagery even though it yielded optimal outcomes in ground-

centric hyperspectral data. Hence, it was not suitable for im-

agery data [13]. 

A model of disease severity concerning fusion features of the 

image and spectral features was designed. Here, twelve sensi-

tive bands were extracted. The accuracy attained by the train-

ing and prediction set was 95% and 92%, correspondingly. The 

presented technique utilized only some factors; thus, it was not 

feasible to achieve the accurate identification of diseases and 

classification of pests [14].  

A model for mapping protocol using wheat rust disease was 

proffered. Here, non-vegetated as well as lodged areas were 

deleted; also, the vegetation indices were filtered. An accuracy 

of 93.60% was attained by the presented wrapper feature selec-

tion system. The developed system had an issue with binary 

classification owing to the limitation of the sample with 

healthy and rust wheat [15].  

An ML approach for predicting the risk levels in one or more 

mycotoxins in wheat on a regional basis in Europe was rec-

ommended. The internal and external validation led to 0.90–

0.99 prediction accuracy. The presented method utilized some 

satellite images for the working process, thus it was not reliable 

for many images [16].  

A model for detecting diseased areas using wheat spikes’ color 

images was propounded. For the dataset, shadow condition 

images were collected using wheat spikes’ color images at the 

milk stage. The model was evaluated; also, the mean Average 

Precision (mAP) for the testing dataset was 0.9201. The pre-

sented method attained low accuracy since it utilized a narrow 

range of the dataset [17].  

A model for the wheat mildew impact in stored food, and 

demonstrated that it was utilized for the detection of mildew 

and also viable to use WiFi Channel State Information (CSI) 

amplitude in stored wheat was introduced. An average accura-

cy of 90% was attained by the presented mechanism. The pre-

sented method faced the challenges of dynamic environments 

and human influence [18]. 

An accurate and sensitive technique for detecting MoT at the 

seedling and vegetative stages for disease control was estab-

lished. The presented technique was easily adapted for rapidly 

detecting wheat blasts and other significant plant diseases in 

the field. The presented method utilized a single Polymerase 

Chain Reaction (PCR) in which only low sequences were al-

lowed, thus it was not feasible for large sequences [19].   

An efficient data augmentation strategy for the CNN-centric 

mechanism was developed. The presented technique adopted 

data augmentation via rotating images by several degrees. The 
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detection’s effects were enhanced by the presented method’s 

test time augmentation when contrasted with the single-scale 

detection. The presented technique obtained low pest detection 

performances of 81.4% mAP [20].  

3. PROPOSED WHEAT DISEASE AND PEST 

CLASSIFICATION USING NC-ELM 

The agriculture production’s focus is a stable as well as higher 

yield of wheat. To achieve this goal, it is significant to detect 

diseases and pests timely and effective. For that, a DL frame-

work for wheat field disease and pest classification in leaves 

via satellite images is developed using NC-ELM. Figure 1 elu-

cidates the proposed mechanism’s block diagram. 

 

Figure 1: Block diagram for the proposed deep-learning 

framework for the classification of wheat disease and pest 

3.1 Input 

Primarily, satellite images from the wheat farm field are col-

lected. Therefore, the inputs ( )S  are mathematically represent-

ed as,  

  utSorSSSSSS tu ,.....4,3,2,1,,.....,,,, 4321 ==  (1) 

Where, tS signifies the inputs and t epitomizes the u

number of satellite images of wheat. 

3.2 Pre-Processing 

Here, the pre-processing processes, such as Geometric, Radio-

metric, and Atmospheric (GRA) are executed; also, filtering is 

performed to remove the noises.  

3.2.1 GRA correction 

In this subphase, GRA correction is detailed. Here, atmospher-

ic correction is computed for detecting clouds along with their 

shadows on the ground and for correcting perturbations in con-

nection with aerosol effects. Radiometric correction is utilized 

to remove spectral distortions in the data. Geometric correction 

is evaluated to clear the positional errors in the image. They are 

mathematically denoted as,  

( ) ( ) ( ) ( )( )aadBa  sin10log10log1010log200 +=

 
(2) 

( ) ( )( )a
aH

adBa  sin10log10
2

10log200 +





=

  (3) 

( ) ( ) += adBa  10log200
 (4) 

Where, 
0 signifies the backscattering coefficient at 

the pixel ( )a ,  is the wavelength’s digital number,  is the 

calibration constant, 2H is the gain, and  is the incidence 

angle. Thus, the output is signified as .  

3.2.2 Filtering 

The GRA correction output ( ) is given for the filtering pro-

cess. To remove the noises present in the satellite images, fil-

tering is done using WSRT. WT preserves the crucial features 

and also removes the non-important components. Here, thresh-

old values are selected manually in a general wavelet model. 

Thus, Spearmann Rank (SR) correlation is calculated for image 

pixels. The maximum correlation of the image is considered as 

a threshold value. Generally, the expression for the Wavelet 

Transform (WT) ( )  is given by, 

( )( ) 






 −
=

c

bh

c
hcb

1
,  (5) 

Where, c signifies the scaling, b symbolizes the 

translation, and h implies the time period. Using ( ) , wavelet 

coefficient ( )  is expressed as, 

  =   (6) 

The coefficients are tuned using a suitable threshold value. 

Here, the tuned thresholded wavelet coefficients are selected 

using SR ( ) , which is given by,  

( )1

6
1

−
−=


pp

g
    (7) 
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Where, g is the distance betwixt two images and p

signifies the number of images. Now, the Inverse WT (IWT) is 

applied on the tuned thresholded wavelet coefficients, which 

provides a noise-free image. Therefore, the pre-processed im-

ages are exemplified as . 

3.3 Region Segmentation  

The pre-processed images ( )  are given to the region segmen-

tation phase. Here, by utilizing the AIS, only the field region is 

segmented by neglecting the unwanted regions. The SegNet 

comprises a down-sampling path as well as an up-sampling 

path, followed by a final pixel-wise classification layer. How-

ever, the field area’s irregular and blurred boundary problems 

are not considered by this prevailing segmentation model. To 

mitigate such limitations, the Irregular Encoder Module (IEM) 

is introduced for getting an irregular object’s feature, which is 

wielded for attaining a more accurate segmentation outcome. 

Also, Irregular Decoder Module (IDM) is applied as an upsam-

pling module in the decoder for replacing the original one in 

SegNet. Along with IDM, adaptive kernels are generated for 

every single target location as per its content and then reassem-

ble with predicted kernels. The structure for the AIS is given as 

follows. 

 

Figure 2: Architecture for AIS  

SegNet comprises convolutional layers, a maximum pooling 

layer, and a max unpooling layer. The pre-processed images 

undergo encoding. The expression for encoding using IEM

( ) 0 is given as,  

( ) ( ) ( )nnn f
n




++= 


00 .   (8) 

Where, ( ) is the encoded output, ( )  signifies 

the corresponding weight, n represents the learnable pa-

rameter, and n implies the pre-processed images’ position. 

Thus, the encoded output is given to the convolutional layer, 

which is expressed as,  

( ) 







= 

=

N

n

w
1

0 *,0max     (9) 

Where,  specifies the convolutional layer’s output,

N  implies the total number of images, and w notates the ker-

nel function. Afterward, it is given to the max pooling layer, 

which lowers the image dimensionality by lowering the num-

ber of pixels in the output from the prior convolutional layer

( ) . Now, it undergoes max unpooling layer. Therefore, the 

output is notated as ( )up . Then, the process of decoding takes 

place. Here, IDM ( )  is utilized for calculating parameter, 

which is given as,  

( ) 222

encodingupzzup UCCPar +=   (10) 

 Where, ( )Par is the parameter calculation, zC , U , 

2

up and 
2

encoding represent the compressed channel, up ratio, 

convolutional layer’s kernel size, and the generated kernel’s 

size, correspondingly. Thus, the output of the region segmenta-

tion phase is mathematically symbolized as . 

3.4 Image Slicing 

The output of the region segmentation phase ( ) is given as 

input to the image-slicing phase. Here, the images are sliced 

into separate patches for the effective detection of pests and 

diseases. Slicing reduces workloads and data storage space 

requirements. The sliced images are represented as  

3.5 Graph Construction  

The sliced images ( ) are given for constructing the graph. 

Here, to distinguish the wheat fields into pest regions and oth-

er regions, graph-based image segmentation is done using 

CSK-MST. Image segmentation-based MST is a fast and effi-

cient technique to produce a set of segments of an image. The 

benefit of the algorithm is to find similar structures within 

clusters. In existing MST, if the clustering is performed, the 

pixel values that are in the same cluster attain high difference 

values. Therefore, the number of segments was not accurate. 

Hence, to overcome that, the cosine similarity weighted edge 

is detected. It is used for finding an exact number of segments. 

Primarily, arrange all the edges of the given graph and let it be

( ),L in non-decreasing order as per their edge weight. 

Compute the cluster head with the help of clusters. The cosine 

similarity ( )  between two pixels i and j is given as,  
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ji

ji







.

=
   (11) 

Where, i


symbolizes the cosine angle of the i image 

pixel, and 
j


specifies the cosine angle of the j image pixel. 

Check whether the cosine similarity forms a cycle with the 

spanning tree. If there is no cycle, include this edge to the 

spanning tree, else discard it. The steps are continued until the 

number of edges is left in the spanning tree. Using the span-

ning tree, a graph is constructed with vertices as input frame 

pixels ( )  and edges as the color differences among 2 adjacent 

vertices, il and 
jl as,  

( ) ( ) ( )jiji llll  −= ,   (12) 

Where, ( ) signifies the constructed graph. Primari-

ly, the graph is executed with every single vertex il in its com-

ponent ( )iL ; also, the edges are arranged in the ascending 

weight of . By utilizing graph construction, region merging

( )21, LL  among 1L  and 2L is calculated. The region merging 

of two components is given by,  

( )
( ) ( )







 

= OtherwiseFalse

LLInnLLDifTrue

LL
if

,

,,,

,
2121

21

 (13) 

( )
( )

( )ji
llLlLl

if llLLD
jiji

,min,
,,,

21
21

=


 (14) 

( ) ( ) ( ) ( ) ( )( )221121 ,min, LLInnLLInnLLInn ++=  (15) 

( )
( )

( )xLInn
Lx

=
 ,

max


   (16) 

Where, ( )21, LLDif
is the difference among the 

components, ( )21, LLInn signifies the inner difference with 

no less than one of the components, and  denotes the edges 

that match the neighboring vertices. ( ),L  signifies the 

component L ’s minimum spanning tree. Here, the pests’ 

points are highlighted by employing graph construction. 

Therefore, the output is mathematically notated as . From 

the constructed graph ( ) , the pests and the other regions are 

segmented. Next, masking is performed for the pests. 

3.6 Feature Extraction 

The output of the constructed graph ( ) is given as input to the 

feature extraction phase. Here, features are extracted from the 

masked pests and also from the other regions.  

3.6.1 Pests features 

Some of the features like texture ( )1K , color ( )2K , shape

( )3K , Histogram of Gradient (HoG) ( )4K , Gradient Info 

(GIST) ( )5K , dimension ( )6K , shape ( )7K , size ( )8K , 

GLCM features ( )9K , Normalized Difference Vegetation In-

dex (NDVI) ( )10K , Soil Adjusted Vegetation Index (SAVI) 

( )11K , Enhanced Vegetation Index (EVI) ( )12K , Normalized 

Difference Texture Indices (NDTI) ( )13K , RedEdge NDVI

( )14K , and Modified Simple Ratio (MSR) ( )15K are extracted 

from the pests. 

3.6.2 Features from other regions 

In addition to pests features 

 151413121110 ,,,, KandKKKKK , features from other re-

gions, such as Green NDVI ( )16K , Powdery Mildew Index 

(PMI) ( )17K , Photochemical Reflectance Index (PRI) ( )18K , 

Photosynthetic Radiation Index (PRI) ( )19K , Modified Chlo-

rophyll Absorption Ratio Index (MCARI) ( )20K , Anthocyanin 

Reflectance Index (ARI) ( )21K , Normalized Powdery Mildew 

Index (NPMI) ( )22K , Ratio PMI ( )23K , YROI ( )24K , Green 

Index ( )25K , and Green Leaf Index ( )26K  are also extracted.  

The total extracted features ( )eK  are expressed as,  

 26321 ....,.........,, KKKKKe =   (17) 

Where, e symbolizes the number of features. 

3.7 Feature Selection 

For selecting optimal features, the extracted features ( )eK  are 

inputted into the feature selection phase. Here, PG-GOA is 

utilized for selecting optimal features. GOA is inspired by the 

gazelles' survival capability in their predator-dominated envi-

ronment. In the predator’s absence, the gazelles graze peaceful-

ly in the algorithm’s exploratory phase. Once the predator gets 

spotted, the GOA goes into the exploitation stage that compris-

es gazelle outrunning as well as outmaneuvering. But, all the 

gazelle individuals gather together once the optimal position is 

determined, thus weakening the population diversity. The indi-
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vidual gazelle in the population tends to be consistent by mak-

ing the search process easier to fall into a local optimum. 

Hence, for enhancing the algorithm’s solution quality, a paral-

lel search strategy and group cooperation strategy are devel-

oped. The parallel search strategy determines multiple center 

locations in the iterative process for improving the global 

search ability of the algorithm. A group cooperation strategy 

improves the model with the help of communication between 

group members, which improves search efficiency. 

Let us consider the extracted features as gazelles. Ini-

tialize the population of the gazelles as ( )eKPop . Compute 

the fitness. Here, maximum accuracy is considered as fitness. 

The expression for fitness ( )c  is given as,  

( )accc max=    (18) 

Where, acc symbolizes accuracy. Food is searched 

by the parallel search strategy ( )ssP , which then compares the 

optimal solutions of every single gazelle for determining the 

global optimal solution, which is given by, 

e

search

ss SP →   (19) 

Where, eS symbolizes the parameter for food. Here, 

the PG-GOA is performed in two ways: exploitation and explo-

ration phase.  

a) Exploitation phase 

The gazelles are assumed to be peacefully grazing in the ab-

sence of a predator. Thus, assume that the gazelles move in 

Brownian motion while grazing. It is mathematically repre-

sented as,  

( )eeee Fl 


−+= + ..1   (20) 

Where, 1+e


 is the solution of the next iteration, e


 is 

the solution at the current iteration, l signifies the gazelles’ 

grazing speed, 



specifies a vector, which contains random 

numbers representing the Brownian motion ( ) , and


 is a 

vector of uniform random numbers. 

b) Exploration phase 

This phase kicks off at the Brownian motion moment and then 

a predator is sighted. The gazelle’s behavior once it spots the 

predator is given by, 

( )eLyeLypee FS 


−+=+ ...1  (21) 

Wherein, the top speed the gazelle can reach is speci-

fied as 
pS  , and a vector of random numbers grounded on Lé-

vy distributions ( )Ly is signified as
Ly


. The behavior of the 

predator chasing the gazelle is mathematically expressed as, 

( )eLyeLyCFpee FS 


−+=+ ...1
(22) 

Here, CF represents the parameter that controls the 

movement of the predator. The gazelle’s ability to escape is 

affected by the Predator Success Rates (PSRs). The PSRs ef-

fect is modeled as, 

( ) 
( ) ( )









−+−+

−++

=+ elsehh

hifU

hhpsre

psrCFe

e ,1

,

21
1 



 



  (23) 

Wherein,U


represents a binary vector, h epitomizes 

the random number, 
psr symbolizes the PSR, 1h and 2h  are 

gazelle matrix’s random indexes. The best-obtained solution is 

updated with the help of grouping cooperation strategy ( ) to 

improve the process using communication expression, which is 

given by, 

( )





=+−

=
=

2
,.....2,1,1

,

VtiftV

currenttifV
th

th

e
   (24) 

Where, 
th

eV signifies the 
thV gazelle. So far, it is de-

termined as the optimal solution, which is approximate in each 

iteration. Therefore, the process continues until the optimal 

features are selected. The output of the feature selection phase 

is symbolized as e . 
 

3.8 Classification 

Lastly, the selected optimal features ( )e  are fed into the NC-

ELM classifier for classifying diseases and pests. A feed-

forward neural network with single or multiple hidden nodes is 

named ELM. These hidden nodes might be assigned at random 

and never updated. Conversely, the ELM model might require 

the hidden layer’s higher complexity owing to the random ini-

tialization of parameters. This reduces the ELM’s robustness 

for encountering variations in the input data. Hence, the pa-

rameter initialization is carried out grounded on the correlated 

learning rate, which controls the network performance. Moreo-

ver, ReLu activation in ELM is replaced with a Non-monotonic 

function, which effectively improves the parameter learning 

process and improves the performance of ELM. Figure 3 dis-

plays the structure of the NC-ELM classifier.  
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Figure 3: Structure for NC-ELM classifier 

Generally, the selected features are given to the input layer. In 

that, the classifier parameters are initialized using a correlated 

learning rate, and are given as,  

m

v
qd

v









+

=

1
1

    (25) 

Where, q  symbolizes the constant, d  is the correlat-

ed learning rate, v implies the number of iterations, and m ex-

emplifies the uniform distribution. In that, the hidden layer 

output can be expressed as,  

= c   (26) 

Where,  is the hidden layer output matrix, c  is the 

weight matrix of the output layer, and  signifies the target 

matrix. In the optimization version of ELM, the two parameters
22

 and− are to be minimized. Therefore, the non-

monotonic function is utilized as an activation function in the 

output layer ( ) , and it is mathematically represented as,  

nm

G

i

ic R 







+= 

=1

22

2

1

2

1
  (27) 

( )( )+= enm 1lntanh   (28) 

Where, the output nodes’ training error vector is no-

tated as i , nm  signifies the non-monotonic function, and the 

penalty factor that represents the tradeoff betwixt the minimi-

zation of training errors and the maximization of generality 

ability is exemplified as R . Hence, the proposed NC-ELM 

successfully classifies the various sorts of leaf diseases, namely 

Wheat Powdery mildew, Wheat leaf rust, Wheat foliage, Black 

rust, and Leaf blight, and pests, namely Wheat midges, Hessian 

fly, Wheat stem, Cereal leaf beetle, and Cutworms using NC-

ELM classifier in the output layer.  

Therefore, the pests and disease classification process was per-

formed successfully using the NC-ELM classifier. Hence, to 

prove the effectiveness of the model, the evaluation of this 

proposed methodology is necessary. Thus, the result section is 

explained in the below section. 

4. RESULT AND DISCUSSION 

Here, the proposed technique is contrasted and analyzed with 

the existing systems. The publically available dataset is taken 

for the proposed approach. The working platform for this pro-

posed mechanism is PYTHON. Figure 4 elucidates the pro-

posed research technique’s sample image outcomes. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 4: Samples images of (a) Input images (b) Filtered im-

ages (c) Region segmented images, and (d) Pest masked imag-

es of the proposed methodology 

4.1 Performance Analysis  

Here, the outcomes are analyzed in 4 segments, namely classi-

fication, region segmentation, Feature selection, and Filtering. 
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Figure 5 displays the count vs. month analysis of disease and 

pest for the proposed framework. 

Figure 5: Count vs. Month analysis for the proposed frame-

work 

The graphical representation displays that the count-

ing of disease and pest count increases rapidly for all the up-

coming months. In the month of January, the count of diseases 

and pests is approximately 30 and 24. For the same location in 

the month of May, the count of disease and pest increases. Ow-

ing to the growth of plants, the disease and pests are visible, so 

the count also increases. Likewise, in the month of October, the 

count increases rapidly. Therefore, the proposed framework is 

good at detecting diseases and pests.  

4.1.1 Performance Evaluation of Classification 

Here, the proposed NC-ELM’s performance is assessed in 

comparison with the existing algorithms like Recurrent Neural 

Network (RNN), Deep Neural Network (DNN), Extreme 

Learning Machine (ELM), and Convolutional Neural Network 

(CNN) concerning Precision, Sensitivity, Accuracy, F-

Measure, Specificity, along with Training time. 

Table 1: Performance analysis for the proposed NC-ELM with 

the existing algorithms 

Algo-

rithms 

Accura-

cy (%) 

Preci-

sion 

(%) 

F-

Meas-

ure 

(%) 

Sensitiv-

ity (%) 

Specific-

ity (%) 

Proposed 

NC-ELM 
97.674 98.437 98.437 98.4375 95.454 

ELM 94.186 96.825 96.062 94.186 90.909 

RNN 91.860 94.915 94.117 93.333 88.461 

CNN 89.534 95.081 92.8 90.625 86.363 

DNN 87.209 90.909 91.603 92.307 71.428 

The proposed NC-ELM’s performance assessment 

with the existing algorithms is depicted in Table 1. The above 

metrics determine the system’s perfectness in classifying dis-

eases and pests. Here, it is clear that the DNN algorithm dis-

plays poor performance of 87.2093%, 90.90909%, 91.60305%, 

92.30769%, and 71.42857% for accuracy, precision, F-

Measure, sensitivity, and specificity, correspondingly. Howev-

er, the proposed NC-ELM obtained better outcomes in all the 

metrics during experimental analysis. This shows that with 

NC-ELM, the disease along with pests is classified more per-

fectly because of NC, which makes it more suitable for the 

proposed methodology. 

Figure 6: Training time analysis 

Training time analysis is performed for the proposed 

NC-ELM and existing algorithms, which are revealed in Figure 

6. Training is necessary to classify the disease and pests of 

wheat leaves. For that, the proposed NC-ELM obtains the low-

est training time of 35006ms among all the existing algorithms. 

Existing DNN attains the lowest training time followed by ex-

isting CNN. Therefore, the training time for the proposed NC-

ELM is good owing to the process of correlated function.  

4.2 Comparative Analysis  

Here, the proposed NC-ELM framework is compared with re-

lated works like (T. Zhang et al., 2022), (N. Zhang et al., 

2019), (Huang et al., 2020), and (Chen et al., 2018) in terms of 

accuracy. 

Table 2: Comparative analysis in terms of accuracy 

Models Accuracy (%) 

Proposed NC-ELM 97.67442 

(T. Zhang et al., 2022) 96.93 

(N. Zhang et al., 2019) 89.80 

(Huang et al., 2020) 92 

(Chen et al., 2018) 93.60 

The proposed classifier’s accuracy analysis in com-

parison with existing models is illustrated in Table 5. Accuracy 

is the metric for evaluating the perfectness of the NC-ELM 

algorithm. Here, the accuracy of the (T. Zhang et al., 2022) is 

superior to the other conventional frameworks. But, the pro-

posed NC-ELM produces 0.76 % more accuracy than all the 
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existing models. This improvement in accuracy is owing to the 

implementation of non-monotonic correlation in the ELM.  

5. CONCLUSION 

This work proposed the DL model for wheat field disease and 

pest classification using NC-ELM. Here, AIS is utilized for 

region segmentation, and WSRT is wielded for filtering. In the 

experimental analysis, the proposed NC-ELM attains a higher 

accuracy (97.67442%) among the existing algorithms. Con-

cerning specificity, the proposed NC-ELM attains 95.45455%, 

which is 7.905% higher than the conventional techniques. In 

segmentation, the proposed AIS attain the dice score value of 

0.702733 owing to the implementation of adaptive irregular 

modules. The proposed PG-GOA attains a feature selection 

time of 15965ms, which is 4193 ms lower than the existing 

methodologies. Because of the SR coefficient, a good PSNR 

value is attained by the proposed one. Here, owing to the defi-

ciency of particular location images, only a limited number of 

satellite images are utilized. Moreover, the percentage of dis-

ease samples was very lower, which results in data imbalance. 

In the future, the above limitations will be solved by utilizing 

data augmentation and data balancing techniques. 
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