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1. INTRODUCTION 

The reproductive system can develop cysts, which 

resemble pimples, in the ovaries. Even though many 

women have these bags filled with fluid or tissue, it 

doesn't mean they should be physically active every day 

[1]. Most menstrual cycles; consequently, it is 

unnecessary to handle this individually. However similar 

cysts in 20% of women do not dissolve naturally [2]. 

Uterine fibroids and cysts are a common combination, and 

cysts in and of themselves can cause premenstrual 

syndrome symptoms like pelvic pain and abdominal 

cramps. When this discomfort persists, an ultrasound is a 

good diagnostic tool to have on hand [3]. One common 

symptom of ovarian cysts is chronic pelvic pain, which 

can occur on the side underneath the pelvis. 

Patients may experience an unexpected heavy 

feeling here or elsewhere. They can handle this weight 

during activity, and the discomfort will persist in that 

heavy place. Menopause pain may not go away 

completely [4]. The patient may experience uterine 

contractions, according to the doctors, if the pain becomes 

too great. Tumors naturally twist and obstruct blood flow 

as they expand and grow [5]. This is going to make the 

pain worse. It is best to go to the emergency occurs. The 

ovarian follicles and cysts can be seen on abdominal and 

intravaginal scans, which aid in diagnosis and therapy [6]. 

The doctor has a hard time telling the difference between 

the cystic and non-cystic areas in pictures of ovarian  

follicles. Because they blend together with their 

surroundings, interfollicular areas are therefore difficult to 

spot. It might be problematic for a medical expert to tell 

the alteration between a normal ovarian follicle and a cyst 

because of how similar they seem [7-8]. The knowledge 

and experience of the healthcare practitioner are the only 

determinant of the meaning. False interpretations and 

incorrect diagnoses might result from manual detection 

and examination of ovarian follicles and cysts. Therefore, 

there is an immediate need for ovarian cancer automated 

detection and classification systems. [9]. 

However, ML and AI techniques offer superior 

inference and analysis mechanisms, which help with rapid 

diagnosis. Consequently, a diagnosis solution based on AI 

and ML must be developed. Deep learning in medical 

imaging was introduced and has a great influence on 

health and other sectors as well. Deep Learning, which 

delivers improved evaluation while decreasing healthcare 

expenses has witnessed considerable breakthroughs in 

radiology [13]. 
The effect of ultrasonography on the diagnosis of cysts 

is the focus of this investigation. To top it all off, the 
research used deep learning techniques for accurate picture 
classification. Section 2 provides background information 
on ovarian cancer and cysts; Section 3 explores the 
significance of ultrasound detection; Section 4 details the 
datasets, and Section 5 introduces deep learning. Section 6 
discusses the relevant research.  

© 2024 The Author(s). Published by Indian Society for VLSI Education, Ranchi, India 

 

ABSTRACT 

When it comes to the endocrine and reproductive systems of females, the ovaries are crucial. They emit vital 
hormones which are necessary for proper development of female and increase healthy fertility. As a 
gynecological cancer, ovarian cancer (OC) ranks first in terms of mortality rate and is the seventh most mutual 
cancer in women overall. It is also the eighth most common cancer killer in the world. Extra fluid-filled sacs, 
known as cysts, can develop in or on the ovaries on occasion. There are a lot of benign ovarian cysts. But a 
small percentage of these are cancerous, therefore early detection and treatment are crucial. Nearly 60% of 
OC cases are identified after they have progressed to a more advanced stage, even though modern technology 
has enabled more precise laboratory and radiographic diagnostic testing. The key prognostic factor is still 
early diagnosis because of the significant death rate in advanced stages of OC. The use of ultrasound, also 
known as sonography, has been a game-changer for the way doctors diagnose, care for, and treat their patients. 
Highlighting the significance of sonographic evaluation, the critical role of the operator's experience, potential 
visibility limits, the status and requirement of quality assurance protocols that health workers must shadow, 
and finally cumulative the positive predictive value are the main aims of this work, which primarily focuses 
on sonographic tasks in ovarian cancer screening. Furthermore, this study also reviews the topic of cyst 
detection using Deep Learning, an AI-based system. An overview of the current models is provided, followed 
by a discussion of potential future studies for detection. 
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Section 7 discusses the difficulties; Sections 8 and 9 detail 

the trends in ultrasound and deep learning for the future. The 
conclusion is given in Section 10. 

 

2. BACKGROUND STUDIES 

The ovaries can develop cysts, which are sacs filled 

with fluid. Very few people experience any symptoms from 

them, although they are relatively frequent. Hormonal 

disruptions, pelvic infections, and pregnancy are among the 

variables that can lead to the development of ovarian cysts, 

though the exact cause is not always obvious. Depending on 

the cyst's size, nature, and location, symptoms can range from 

mild to severe, however many women with ovarian cysts 

don't feel anything at all. Symptoms such as nausea, 

vomiting, extreme fatigue, abnormal menstrual periods, 

swelling or pain in the pelvis, and bloating are common signs 

of ovarian cysts. This class includes cysts that do not function 

as well as those that do [15]. 

2.1 TYPE I-  Functional Cyst 

What we call "functional cysts" are actually ovarian cysts that 

form inside a woman's body either during or after ovulation. 

They are generated owing to the minute alterations in the way 

egg is made or released. They often don't cause any harm, 

aren't too uncomfortable, and disappear after three or four 

months without medicine. Follicle cysts and corpus luteum 

cysts are the two main categories into which they fall. 

1) Follicular Cyst: As part of a normal menstrual cycle, the 

ovary releases an egg into a tiny sac called a follicle, where it 

grows until it is ready to hatch. Upon reaching maturity, the 

egg is expelled from the follicle. Follicle cysts develop when 

follicles are unable to do this and fill with fluid. Typically, 

there is minimal discomfort and it resolves itself after two or 

three months. 

2) The corpus luteum cyst is formed following the egg's 

discharge from the follicle. The corpus luteum cyst forms 

when the follicle reseals and keeps adding fluid inside. 

However, internal bleeding, ovarian torsion, and discomfort 

are rare side effects. 

Internal bleeding or haemorrhage can occur in the corpus 

luteum cyst if one of its thin-walled capillaries bursts. The 

corpus luteum cyst is thus known as a hemorrhagic cyst when 

internal bleeding happens within. Abnormal bleeding and 

stomach discomfort are possible side effects. 

2.2 TYPE II-  Non - Functional Cyst 

There are numerous of ovary which are labelled below. 

One complication of endometriosis is the development of an 

abnormal tumour called an endometrioma. In endometriosis, 

the cells that normally line the uterus develop outside of it, 

attribute themselves to the ovary, and eventually become 

blood-filled masses called endometriomas. The presence of 

blood gives these cysts a dark, reddish-brown look, which is 

why they are sometimes called chocolate cysts. These cysts 

are painful, take a long time to heal, and can cause infertility 

if left untreated. 

Dermoid cysts are sacs that develop in various 

regions of the body and contain tissues that are expected to 

grow there. Any combination of skin, hair, muscle, teeth, or 

bone can be found within this cyst. In reaction to the 

menstrual cycle, it is not created. If it becomes very big, it 

might cause a lot of problems. Mature cystic teratomas is 

another name for it. 

Cystadenomas: These cysts attach themselves to the 

ovary through a stalk and form on the surface of the ovary. 

Two kinds are available. A serous cystadenoma is one that 

contains a thin, translucent fluid. In contrast, mucinous 

cystadenomas are filled with a thick fluid that resembles 

mucus. With a few notable exceptions, it is usually harmless. 

        PCOS is characterised by an abundance of fluid-

filled little sacs in the ovary. A cyst is a name for these 

sacs. These sacs contain eggs that have not yet developed. 

One of the reasons women are unable to conceive is due 

to this typical hormonal imbalanceMaintaining the 

Integrity of the Specifications 

3. ULTRASOUND AS A POTENTIAL SCREENING 

TEST 

Finding screening methods that are both effective 

and have a positive prognostic value of 10% is a major 

obstacle when it comes to OC screening [15]. A screening 

tool needs a specificity of 99.6% to obtain this percentage of 

positive predictive standards [16]. Developing an effective 

screening technique also heavily relies on timing. When it 

comes to OC, there is no set timeline for when invasive illness 

could manifest or for how long it takes for carcinomas to 

progress from stage I to stage III. 

It is currently possible to assess the efficacy of 

existing biomarkers using samples taken from individuals 

who have been clinically diagnosed with cancer, as well as a 

limited number of patients carcinomas. This is why it's more 

common to extrapolate from examples of advanced disease 

rather than those of early-stage disease when making 

assumptions. It is also clear that assessing the diagnostic 

competence of screening tests is not an easy task. 

Prospective, randomized, controlled trials can verify the 

correlation between screening test efficacy and ovarian 

cancer death rates. As a result, testing the efficacy of a given 

exam requires extremely large cohorts [18]. 

3.1 IOTA (International Ovarian Tumor Analysis) Model 

The IOTA adnex model, which relies on nine 

different factors, is a widely used system. When it comes to 

ovarian cancer diagnosis and prediction, the IOTA adnexa 

model has shown to be an invaluable tool. When it comes to 

enhancing diagnostic outcomes, the IOTA model has been 

the subject of several research. From these foundational 

guidelines, IOTA models have progressed, with the addition 

of characteristics that improve diagnostic precision. 

For the diagnosis of ovarian cancer, the IOTA 

Simple Rules extensively used. Adnexal masses may be 

systematically and consistently assessed using this method, 

which integrates many ultrasonic data. More precise 

diagnosis and fewer needless operations might result from 

doctors using the IOTA Humble Rules to categorize ovarian 

tumors as benign, malignant, or inconclusive (IOTA Group) 

[19]. 

Lastly, the IOTA Humble Rules model, which is 

comprised of the IOTA Platform, has proven to be useful in 

ovarian cancer detection and prediction. 
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4. DATASET FORMATION 

4.1 US images 

The reflection of a wave off of solid objects allows 

for the creation of ultrasound pictures. Using the signal's 

amplitude and the period it takes to pass through the body's 

wave, a picture may be created. The experimental 

investigation relied on diagnostic ultrasound pictures 

acquired from SRM Medical Science Hospital in Chennai. 

This investigation has made use of eight distinct ultrasound  

picture kinds. You can find photographs of the 

underlying cysts, dermoid cysts, cystadenomas, chocolate 

cysts, polycystic ovaries, pelvic infections, images [21]. For 

the purpose of comparing the anticipated accuracy, a domain 

expert has vetted the whole dataset. As indicated in Table 2, 

the dataset includes 440 ultrasound pictures, with 320 serving 

as training sets and 120 as test data. 

Fig. 1 Sample images.   

 

 

Table 1: Images obtainable in the dataset. 
Dataset Ultrasound Image 

Count 

Groups of Cyst 

Training set 40 

40 
40 

40 
40 

40 

40 
40 

Normal Ovarian 

Total (Training data) 320 Follicular cyst 

Testing set 15 
15 

15 

15 
15 

15 

15 

15 

Dermoid cyst 

Total (Testing data) 120 Cystadenoma cyst 

Entire Dataset 440 Chocolate cyst 

 

4.2 . IOTA Dataset 

From the IOTA database, 454 patients with histologically 

confirmed MCT were identified. A failure of patient staffing 

by center [22]. 

 

ultrasonography characteristics of mature cystic teratomas. 

(a–d) Power and schematic diagram (a) The 'dotsand/or lines' 

in the grayscale (c,d) and Doppler (b) ultrasound pictures 

represent the hairs in the cystic fluid33. (e-h) Colour in the 

schematic diagram (e) Grayscale (g,h) and Doppler (f) 

ultrasound pictures of the cyst reveal a "echogenic white 

ball," which is the result of the hair and oily fluids clumping 

together. (i,j) 'Fat-fluid level' is shown by a straight, crisp 

demarcation among less echogenic cystic fluid and 

hyperechogenic fluid in the grayscale ultrasound image (j) 

and the schematic figure (i). When you lie down or apply  

 

Fig. 2 Described in the literature are the typical  

 

pressure, the hyperechogenic fluid could move around30,34. 

 

Fig. 3 Ultrasound pictures of fully developed  

that did not display any of the classic ultrasound 

characteristics mentioned previously or in this investigation. 

(a) An anechoic cystic fluid-filled unilocular cyst; the initial 

ultrasonography examiner had suspected a simple cyst. (b) A 

solid, unilocular cyst with a colour score of 1, anechoic cystic 

fluid, and a possible diagnosis of serous cystadenofibroma, as 

proposed by the initial ultrasonographer. (c) The initial 

ultrasonography examiner thought it was a functional cyst; 

the patient has a multilocular cyst anechoic cystic fluid, and 

a colour score of 2. (d) It is a multilocular cyst, meaning there 

are three colour score of 3. The initial ultrasound examiner 

had suspected a simple cyst. (e) A three-loculus cyst with 

low-level cystic fluid; the initial ultrasonography assessment 

was for serous cystadenofibroma. (f) The initial 

ultrasonography examiner suspected serous 

cystadenofibroma due to the presence of a fluid, and a colour 

score of 1. 

 

4.3. Uterine Fibroids Dataset 

In this research data The Cancer Genome has been 

collected from an open-source website, i.e. 
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cancerimagesarchive.net [23]. It contains 2000 images with 

positive and negative cases. Samples of dataset has been in 

the figure below: 

 
          Fig.4 Samples taken from dataset 

5.  DEEP LEARNING REPRESENTATIONS 

 
Deep learning models are composed of various 

types of deep networks. Among the models that are classified 

as supervised learning are generative adversarial networks 

(GANs), restricted Boltzmann machines, are used in 

unsupervised learning. Feature representations can be learned 

directly from the source data, such as photos and texts, by 

deep learning models, eliminating the need for human feature 

engineers. Hence, deep learning approaches can provide end-

to-end execution. As compared to shallow models, deep 

learning techniques perform better on large datasets. 

5.1 Autoencoder.  

As illustrated in Figure 5, an autoencoder parts: the 

encoder and the decoder. In order to reconstruct the data from 

the features that the encoder extracted from the raw data, a 

decoder must be used. The training process involves 

progressively reducing the output. It is a sign that the 

encoder's features have captured the data's substance when 

the decoder is able to reconstruct the data using those 

features. Keep in mind that no supervised information is 

needed for this entire process. Denoising and sparse 

autoencoders are two of the most well-known varieties of 

autoencoders. 

     Fig. 5. The construction of an autoencoder. 

       

           

5.2  Restricted Boltzmann Machine (RBM).  

The Boltzmann distribution governs the operation of 

the units in a randomised neural network (RBM). Two layers 

make up an RBM: the visible and the hidden. While units on 

different levels are fully linked, those on the same layer are 

not. Since RBMs do not care which way the data is going, the 

two directions have equal weights. For tasks such as feature 

extraction and denoising, RBMs—unsupervised learning 

models trained using the contrastive divergence technique—

are frequently employed. 

5.3 Deep Brief Network (DBN).  

The building blocks of a DBN are a softmax 

classification layer and multiple RBM layers. Two steps are 

involved in training a DBN: supervised fine-tuning and 

unsupervised pretraining. The greedy layer-wise pretraining 

method is initially used to train each RBM. Then, using 

labelled data, the softmax layer's weight is learned. 

5.4 Deep Neural Network (DNN).  

Designing DNNs with numerous layers is now 

feasible with a pretraining and fine-tuning technique. A DNN 

goes through two stages during training: an unsupervised 

feature learning phase where the parameters are learned using 

unlabeled data, and a supervised learning phase where the 

network is fine-tuned using labelled data. The unsupervised 

feature learning step is largely responsible for DNNs' 

remarkable successes. The basic assembly of a DNN is 

exposed in Figure 6.  
and rms do not have to be defined. Do not use 

abbreviations in the title or heads unless they are unavoidable. 

Fig.6 The structure of the DNN. 

5.5 Convolutional Neural Network (CNN).  

Because of their ability to mimic the HVS, 

convolutional neural networks (CNNs) have made great 

strides in computer vision. The convolutional and pooling 

layers of a convolutional neural network (CNN) alternate, as 

shown in Figure 7. The features are extracted by means of 

convolutional layers, and their generalizability is enhanced 

by means of pooling layers. In order to train CNNs to detect 

attacks, the input data needs to be transformed into matrices, 

since CNNs only work with 2D data. 
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Related Works in Ovarian Cyst Detection 
Table 2: Ovarian cysts classification using ultrasound images. 

 

 
Author’s 

Name 

Technique used  Merits Dataset Performance 

analysis 

Demerits 

Athithan, S et 

al. [24] (2023) 

Constructs models using 

artificial neural networks for 

ovarian classification. 
Implements support vector 

machines as a classification 

method for ovarian diagnosis 

Application of 

machine learning 

algorithms 
significantly 

improved the overall 

quality of the ovarian 
diagnosis process. 

US dataset SVM 

accomplished the 

highest accuracy 
of 98.5% when 

compared to other 

classifiers 

The study does not discuss 

ethical considerations related 

to data privacy, consent, or 
potential biases in the 

diagnostic process. 

Suganya, Y., et 

al. [25] (2023) 

Implements a deep learning 

neural network model (DLNN) 
for ovarian cyst detection and 

classification. 

Trains a large dataset of 
ovarian ultrasound or MRI 

images for accurate detection 
of ovarian cysts. 

 

Incorporates feature 

extraction techniques 
such as Hu moments, 

Haralick feature, and 

color histogram to 
enhance image 

quality and 
performance 

evaluation. 

The paper 

mentions 
gathering a 

dataset of cysts 

from hospitals, 
physicians,  

The XGBoost 

classifier achieves 
a extreme 

detection accuracy 

of 98%, indicating 
a high level of 

accuracy in 
ovarian cyst 

detection. 

Lack of information on 

dataset diversity and sources 
hinders assessing DLNN 

model's generalizability 

across varied populations and 
conditions. 

Narmatha, C., 
et al. [26] et al. 

(2023) 

Generates a Deep Q-Network 
to train a Q-network for disease 

detection. 

Utilizes the swarm-
based optimization 

manner of HHO to 

produce optimal 
hyperparameters in 

the DQN model 

(HHO-DQN). 

The paper 
mentions 

gathering 

ultrasound images 
of women's 

ovaries from an 

ongoing database 

Accuracy, recall, 
precision, and f-

measure were all 

96%, 96.5, 97%, 
and 0.65, 

respectively, for 

the projected 
model. 

Relying on a single dataset 
may hinder generalizability, 

lacking diversity and limiting 

applicability to varied 
populations and conditions. 

Kiruthika, V et 

al. [27] (2023) 

Investigates standard machine 

learning procedures, including 
Artificial Neural Network 

(ANN), Support Vector 

Machine (SVM), and Linear 
Discriminant Analysis (LDA). 

Integrates a 

comprehensive set of 
features, combining 

image characteristics, 

demographic, and 
diagnostic features 

for more robust 

ovarian 

classification. 

The information 

needed for this 
investigation 

included an 

ovarian 
follicle/cystic 

imaging database 

and the 

accompanying 

demographic and 

diagnostic 
characteristics. 

Retrospective 

dataset was 
collected from the 

Obstetrics & 

Gynaecology 
department, 

Chettinad 

Hospital and 
Research Institute 

 SVM is identified 

as the best 
classifier, 

achieving an 

whole average 
accuracy of 98%, 

sensitivity of 

95.66% in ovarian 

classification 

The choice of the best 

classifier (SVM) might be 
influenced by specific 

characteristics of the dataset, 

leading to potential bias in 
the selection 

Fan, J., et al. 

[28] (2023) 

Proposed Ocys-Net for ovarian 

cyst classification and 
diagnosis. 

Utilized ECA module for local 

cross-channel interaction, 
enhancing features. 

Ocys-Net is 

described as a 
lightweight network, 

balancing efficiency 

and learning 
performance 

Utilized an 

ovarian cyst 
dataset for 

evaluation. 

Classification 

Accuracy: 95.93% 

Relying on a single dataset 

may hinder generalizability, 
lacking diversity and limiting 

applicability to varied 

populations and conditions. 

Raja, P., & 

Suresh, P. [29] 
(2023). 

Utilized a CNN for automated 

detection and classification. 

Implemented an 

automated system for 
detecting and 

classifying ovarian 

cysts. 

US dataset Accuracy: 99.37% Relying on a single dataset 

may hinder generalizability, 
lacking diversity and limiting 

applicability to varied 

populations and conditions. 
Shivaram, J. M. 

[31] (2023). 

Improved U-Net (IU-NET): 

Modified U-Net architecture 

for improved segmentation, 
addressing challenges like 

speckle noise and unclear 

boundaries. 

Use of Seagull 

Optimization 

Algorithm to fine-
tune hyperparameters 

for optimal model 

performance. 

A database of 

ovarian 

ultrasound cyst 
images is used. 

Pixel accuracy of 

99.36% was 

achieved. 

Deep learning models can be 

sensitive to variations in data 

quality and characteristics, 
potentially affecting 

performance in real-world 

scenarios. 
Suganya, Y., et 

al. [32] (2022) 

classification with network 

with Support vector machine 

(DLNNSVM) 

Evaluation based on 

precision, recall, 

accuracy, and F1-
measure, providing a 

comprehensive 
assessment 

Formed a dataset 

for pretraining the 

perfect, consisting 
of 351 ultrasound 

imageries 
representing five 

Achieved an 

accuracy of 0.97 

The hybrid algorithmic 

technique might introduce 

complexity, potentially 
affecting its scalability and 

implementation in real-world 
settings. 
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types of ovarian 

cysts 

(Hemorrhagic 
cyst, PCOS, 

Dermoid cyst, 

Endometriotic 
cyst, Malignant 

cyst). 

Dataset split into 
training set (351 

images) and 

validation set (22 
images) for model 

training and 

testing. 
 

Mukhedkar, M 

et al. [33] 
(2023) 

Bi-directional Long Short-

Term Memory (Bi-LSTM): 
Optimized and presented in 

CNN layers for enhanced 

learning. 
 

Implementation of 

Lion with Grey Wolf 
Optimization 

(LGWO)for feature 

selection, 
contributing to 

improved classifier 

efficiency. 

Pelvic CT 

Images Dataset: 
Used for ovarian 

cancer detection, 

specifically 
mentioning 

evaluation on the 

Ovarian Cancer 
dataset. 

Accuracy: 98% 

Recall: 99.7% 
Precision: 93% 

F1 Score: 98% 

 

The study does not discuss 

ethical considerations related 
to data privacy, consent, or 

potential biases in the 

diagnostic process. 

 

6. PRESENT CHALLENGES IN THE 

ULTRASOUND SCREENING OF 

OVARIAN CANCER 
There are two main categories of ovarian cancer, 

according to the theory. Therefore, it may be more useful to 

test for type-I malignancies annually with ultrasonography. 

In addition, it was thought that a large percentage of high-

grade serous ovarian tumors originated in the fallopian tubes, 

namely in the fimbriae. All of these cancers started off as little 

tumors, but they eventually spread and became very 

advanced. Even while we know what causes this type of 

ovarian cancer, there are currently no imaging tools that can 

detect it in its early stages. 

6.1 False Negatives 

The median diameter of cancer, according to recent computer 

model estimates, was less than 3 mm, particularly in women 

who tested positive for BRCA. During the 4.3-year period 

when the tumors are expected to remain in an primary stage, 

this size is maintained. There is a window of chance for the 

premature identification of OC with the use of ultrasound 

testing, nonetheless, because the tumor's size is believed to 

rise to roughly 9 mm in the late phase of the 4.3 years. Type 

II tumors in their early stages grow to a measurable size 

during this window of opportunity, but they remain locally 

concentrated. 

It is challenging to identify beginning tumors with a diameter 

less than 10 mm that have spread from data collected during 

high-risk individuals who are positive for BRCA1/2 and have 

multiple late-stage malignancies, according to another 

concern found in the literature. These results show that, even 

before they reach an ultrasonographical detectable size, some 

tumors have metastasizing potential. 

Patients with primordial peritoneal cancer usually have 

normal-looking and normal-volume ovaries, therefore 

ultrasounds fail to detect tumors in these cases. Although it 

develops on the surface of the ovaries, primal peritoneal 

carcinoma does not cause the ovaries to enlarge. Women with 

high-grade serous OC who had ultrasounds and found few or 

no abnormalities are the subject of multiple studies. For those 

with the disease progressing to an advanced stage, this 

presents a dilemma. 

6.2 False Positives 

The fact that sonographic characteristics of early 

benign and malignant lesions can occasionally overlap is 

another significant limitation of sonographic modalities. 

When evaluating adnexal masses, ultrasonography screening 

often yields false-positive results due to its low positive 

predictive value. In the UK Collaborative Cancer 

(UKCTOCS), this is also shown when assessing a screening 

test (5% and 235 respectively). On the other hand, the death 

rate from type I ovarian tumors is much lower than that of 

type II tumors. Therefore, there would be no discernible 

effect on mortality from an upsurge in the detection of these 

cases. Therefore, there is no correlation between the 

possibility of overdiagnosis due to ultrasonography detecting 

early-stage, clinically inactive lesions and an upsurge in 

mortality ratios. 

6.3 Dependence on Operator Experience 

The reliance on the operator's expertise is a 

commonly mentioned drawback of the ultrasonic 

examination. New technology has made the examination 

much easier to conduct, but there is still a lot of difference 

amongst observers. This variation could be due to a lack of 

knowledge or an incorrect understanding of the ovarian area's 

physiological architecture. 

6.4  Limitations in Ultrasound Visualization 

After an unsatisfactory visualization in one or both 

ovaries, a second test may be necessary for a small percentage 

of women, according to documented cases. If the view of the 

iliac vessels is not good, it may be necessary to do a repeat 

examination. Obesity, small atrophic ovaries, age, prior 

gynecological surgery (tubal ligation, hysterectomy), and 

typical anatomical differences (e.g., ovaries positioned 

beyond the instrument's range) can all impair visualization. 
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An insufficient ultrasound image of the ovaries was 

detected in 17.2% of the 1187 postmenopausal women who 

received transvaginal ultrasounds. This means that either one 

or both of these organs were not visible. Improving 

ultrasonography methods for the discovery of ovarian cancer 

in postmenopausal women is an important priority. These 

consequences have important implications for cancer, even 

though insufficient ovarian imaging may cause missed 

diagnoses. It is also stressed that in order to increase 

diagnostic accuracy and decrease the likelihood of missed 

diagnoses, healthcare breadwinners must be knowledgeable 

of the variables that can change the ovarian visibility during 

ultrasound exams. Since many high-grade serous ovarian 

tumors fallopian tubes, the difficulty of depicting these tubes 

with ultrasound techniques is a major limitation. 

7.  POSSIBLE FUTURE IMPROVEMENTS 

IN ULTRASOUND IMAGINING 

7.1 Importance of Quality Declaration Protocols and 

Guidelines 

A key component in ensuring diagnostic accuracy 

and reducing the need for repeated tests is screening. 

Guidelines that can guarantee the procedure's quality can be 

developed and implemented to enhance screening. The use of 

quality assurance measures may increase the frequency of 

ovarian visualization. The Society of Radiologists' 

Ultrasound criteria and Standards are only one example of the 

established norms and criteria that medical practitioners 

should adhere to. Healthcare providers may find these 

recommendations useful in identifying ovarian cysts in 

patients who have gone through menopause. A large 

percentage of these cysts need yearly or even biannual 

monitoring since they frequently measure more than 3–4 cm. 

In addition, stringent standards should be established for 

complicated masses. In the case of complicated masses, 

increasing blood flow is the most crucial element. 

7.2  Doppler Ultrasound and Transvaginal Color 

Doppler Imaging 

In addition, two of the most crucial areas of imaging 

research are the development malignant ovarian tumors and 

the improvement of current US imaging techniques to 

enhance their accuracy. To improve upon traditional 

transvaginal ultrasound, some have proposed using Doppler 

techniques or microbubble augmentation. 

When compared to peripheral blood flow, abnormal 

central ovarian vascularity is a hallmark of ovarian cancer as 

shown by Doppler ultrasound. A Doppler ultrasonography 

revealed a correlation between ovarian cancer and indices, 

and low resistive indices. Applying a sonographic risk score, 

new studies show that Doppler-based imaging may detect 

invasive and borderline cancers with 89% sensitivity and 

57% specificity. The determination of the study was to 

examine the effectiveness of transvaginal color Doppler 

imaging (TVCDI) in identifying ovarian cancer in a huge 

study populace. Preoperative TVCDI evaluations were 

conducted on 3,845 women who had adnexal masses in this 

research. In order to determine how well TVCDI identifies 

malignant ovarian tumors, the researchers compared 

histopathological findings taken before and after surgery. The 

TVCDI for the detection of malignant ovarian lesions were 

91.1%, 88.1%, 45.7%, and 98.9%, respectively. 

Consequently, an effective diagnostic tool for ovarian cancer 

detection; it outperforms grayscale sonography in terms of 

diagnostic accuracy, and it is particularly good at ruling when 

findings come back negative due to its strong negative 

predictive value. 

7.3 Microbubble Contrast-Enhanced Ultrasound 

One such method that might increase the OC finding 

rate is using a microbubble contrast-enhanced 

ultrasonography. A gaseous core encased in a solid shell 

makes up the interior of contrast microbubbles, which are 

intravascular contrast agents of micron size. The kinase insert 

domain receptor (KDR), a crucial regulator of neo-

angiogenesis and differentially expressed in multiple cancers, 

can be visualized using a microbubble enhanced ultrasound 

by binding ligands to particular molecules. Ultrasound has 

revolutionized cancer diagnosis, monitoring in preclinical 

research with the creation of molecularly tailored attach to 

specific chemicals generated by cancer. This makes 

ultrasound a molecular imaging modality. Because it 

increases ultrasound specificity, this method has the potential 

to enhance early-stage illness identification. However, the 

microbubble method is ineffective for individuals whose 

malignancies originate in the fallopian tubes. 

7.4 Transvaginal U/S in Mixture with Photoacoustic 

Imaging (PAI) 

Combining transvaginal ultrasound with 

photoacoustic imaging (PAI) is another potential way to 

improve the accuracy of diagnostic tests. The main benefit of 

PAI is that it can get molecular data from tissues without the 

need of radiation or an external contrast. PAI can detect OC 

because it allows for the high-resolution detection of 

angiogenesis. But current PAI techniques can only reach 

depths of around 5 cm into tissues, and the spatial resolution 

drops off sharply beyond that. Precise structural data can only 

be obtained using PAI with a U/S co-registration. 

8.  FUTURE GUIDELINES OF AI FOR THE 

EARLY DISCOVERY AND FORECAST 

OF OVARIAN CANCER 
Analyzing massive, complicated medical datasets is 

beyond the capabilities of conventional statistical tools. 

Outperforming most current conventional approaches and 

doing at the level of certain gynecologic oncologists, AI 

prediction algorithms appear to increase the diagnostic and 

prognosis accuracy prior to intervention for ovarian cancer. 

But we still don't know which AI system has the best 

prediction capacity for any particular combination of factors. 

Validation of the models used to measure unbiased 

presentation should be a priority for future ovarian cancer 

studies aiming to increase diagnostic and prognostic 

accuracy. Picking the method that works best on training data 

isn't enough; it must also be able to handle data that the model 

has never seen before. This generalization performance has 

to be reported in other investigations including diverse 

groups. When it comes to ovarian cancer, one of the main 

obstacles to using AI approaches, particularly neural 

networks, is gathering data from big enough samples (n > 
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1,000) to train the computers. The low occurrence of ovarian 

cancer means that future research will have to find ways to 

improve the sample size, such as using data from large 

cohorts or merging data from many sites. Using cutting-edge 

technologies like generative adversarial networks to 

supplement current data is one approach to surmounting the 

challenge of expanding clinical study sample size. 

Early identification and better prognosis of ovarian 

cancer should be possible with further advancements in AI, 

big data, and more efficient use of computer resources. 

9.  CONCLUSION 
Numerous research investigations assessing the 

effectiveness of AI will most likely focus on its potential 

applications in biomedical research and biomarker 

development. The rapid development of image informatics-

based biotechnology applications like radiology and 

pathology, as well as the widespread availability of open 

source tools, will all contribute to this. As the discipline 

continues to grow, there will inevitably be ongoing 

challenges with data explainability. For uncommon diseases 

like pancreatic and ovarian cancer, where AI is only starting 

to be used in clinical trials, the stakes are considerably 

greater. There is a need to verify many of the models in 

bigger, clinical settings for these malignancies. Even more 

crucially, a lot of research makes use of private photos, which 

prevents the sharing of data that may lead to more accurate 

and reliable models. The likelihood of discovering 

biomarkers and the model's generalizability across racially 

and ethnically varied patient cohorts are both enhanced by 

larger and more diversified imaging collections for 

uncommon diseases that are integrated across institutions (a 

federated model). Model validation will be easier and cancer 

diagnosis and prognosis will be less biased if more images 

are available. In addition, consistent reporting metrics will 

make it easier to evaluate models for patient cohorts that 

weren't part of the training set and to quantitatively compare 

models across cohorts. Lastly, explainable models are going 

to be a need for AI-based biomarkers. In order for artificial 

intelligence (AI) to have a real influence on biomarker 

development, research institutions, regulatory bodies, and 

other stakeholders must be ready to tackle these issues as AI 

funding grows. 
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