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1. INTRODUCTION 

In today's digital landscape, the rise of "deepfakes" has 

introduced a complex challenge that threatens the integrity and 

trustworthiness of media. The term "deepfake" combines "deep 

learning" and "fake," and refers to the application of deep 

learning technologies—sub-branches of artificial intelligence 

(AI)—to craft highly realistic fake videos, images, or audio 

clips. These technologies, especially those involving generative 

adversarial networks (GANs), are trained on extensive datasets 

containing real footage, learning to mimic the appearance, 

speech, and behaviors of individuals with startling precision. 

Such capabilities allow for the creation of content that falsely 

depicts people saying or doing things they did not actually do, 

with applications that range from benign entertainment to 

harmful activities like spreading misinformation, committing 

identity theft, and producing non-consensual explicit material. 

The ease of generating deepfakes and their potential for 

deception have sparked significant ethical and security 

concerns, driving urgent discussions about the need for 

regulatory measures and the advancement of detection 

techniques [1]. The authenticity of these AI-generated 

deepfakes poses substantial risks, leading to their use in 

disseminating false information, perpetrating fraud, and eroding 

public trust in digital media [2]. As deepfake technology rapidly 

advances, the development of effective detection methods 

struggles to keep pace, creating a dangerous arms race between 

creators and detectors of these synthetic forgeries [3]. This 

situation highlights the critical need for ongoing research into 

deepfake detection—a field that continuously evolves to 

address these increasingly sophisticated threats [4]. 

 

Our research offers a detailed bibliometric analysis of the 

deepfake detection field, examining the nuances, collaborative 

patterns, and shifts in focus and methodology within the 

research [5]. By thoroughly analyzing academic papers, 

conference materials, and patents, we map the intellectual 

landscape of this dynamic area, emphasizing the importance of 

understanding detection techniques as deepfakes grow more  

 

 

 

 

 

 

complex and realistic [6]. This necessity to document and 

comprehend the trajectory of detection approaches is crucial as 

the line between authentic and manufactured media blurs [7]. 

Our study is pivotal for pinpointing major research hubs, key 

contributions, and evolving trends, setting a foundation for 

future research and policy development. 

 

Additionally, we explore the geographic and institutional 

landscape of deepfake detection research, shedding light on 

global collaboration and resource distribution in this critical 

battle against digital threats [8]. By identifying leading 

contributors by region and institution, we clarify the network of 

expertise and innovation propelling this field. Our investigation 

also covers the evolution of methodologies in deepfake 

detection, from initial techniques that depended on spotting 

basic inconsistencies to more sophisticated strategies employing 

advanced machine learning and deep neural networks [10]. This 

progression not only reflects technological improvements but 

also highlights the adaptability and determination of researchers 

to counteract this ever-changing challenge.  
 

2. RELATED WORK 
 

The rapidly expanding field of deepfake detection is marked by 

a surge of innovative methods, each contributing uniquely to the 

evolution of digital authenticity. This bibliometric analysis taps 

into a diverse array of research, showcasing the multifaceted 

efforts to counteract deepfake technology. The related studies 

not only reflect the swift progress in artificial intelligence but 

also underscore the ongoing challenges and the vital necessity 

for effective detection mechanisms. 

 

Convolutional Neural Networks (CNNs) have become 

fundamental in the detection of deepfakes, highlighted by the 

two-phase CNN approach developed by Ding et al. Their 

trailblazing research demonstrates the effectiveness of CNNs in 

pinpointing subtle distortions within digital media, thereby 

establishing a benchmark for future studies in this arena [11]. 
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This study conducts an in-depth bibliometric review of research on deepfake detection spanning from 
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from leading databases, emphasizing trends in publication frequency, citation impact, and thematic shifts. 
The results indicate a significant rise in research activities, with notable contributions primarily 
originating from China, as well as extensive international collaborations, especially between Chinese and 
American researchers. 

https://doi.org/10.5281/zenodo.12782500
https://ijmit.org/call-for-paper.php


846 
 

© 2024 The Author(s). Published by Indian Society for VLSI Education, Ranchi, India 

 

Another notable advancement in detection technology is the 

exploration of spatiotemporal features. A study cited as [12] 

utilizes recurrent convolutional models, stressing the 

significance of temporal dynamics in distinguishing genuine 

from altered content. This method is further enhanced by the 

work of Guera and Delp, who pinpoint intra-frame and temporal 

inconsistencies as crucial indicators in deepfake videos, thus 

improving detection capabilities beyond mere static image 

analysis [13]. Additionally, Li et al. have developed a long-term 

recurrent convolutional network for deepfake detection, which 

merges the spatial precision of CNNs with the temporal 

sensitivity of recurrent networks. This approach showcases the 

efficacy of hybrid models in boosting detection accuracy [14]. 

 

The concept of ensemble learning also plays a pivotal role in 

this field, as illustrated by the work of Rana and Sung. Their 

Deepfake Stack model demonstrates the power of integrating 

various learning techniques, offering a robust and adaptable 

framework to address the complexities of deepfake detection 

[15]. 

3. MATERIALS AND METHODS 

 
The bibliometric analysis was executed using the R language in 

RStudio, with the following system specifications: 

 

Processor: Ryzen 7 5800X 

RAM: 16 GB 

GPU: Nvidia RTX 3070 

Operating System: Windows 11 64 Bit 

 

In this study, we undertake a detailed bibliometric analysis of 

the literature on deepfake detection covering the period from 

2019 to 2024, utilizing both quantitative and qualitative 

methods to provide a thorough exploration of the field. We 

conducted an exhaustive bibliometric review of deepfake 

detection research, leveraging a substantial dataset from the 

Web of Science database that includes peer-reviewed articles, 

conference proceedings, and technical reports chosen for their 

relevance and impact. 

 

A key tool in our analysis was the R programming language, 

enhanced with biblioshiny, an interactive module from the 

'bibliometrix' R package [16]. This combination facilitated 

meticulous data processing tasks such as cleaning, merging, and 

normalizing data. Our approach included comprehensive data 

scraping to collect essential metadata, followed by deep analysis 

using R and biblioshiny to ensure an accurate and 

comprehensive depiction of the research landscape. 

 

We employed a variety of statistical techniques to analyze 

trends and citation dynamics and took advantage of 

biblioshiny’s advanced visualization tools to generate network 

diagrams and heatmaps. These visualizations depict 

collaboration networks and thematic trends, providing a visual 

representation of the data. Moreover, our comparative analysis 

with other bibliometric studies in the field highlighted both 

unique features and similarities in research on deepfake 

detection. 

 

This integrated methodology, which blends traditional and 

modern analytical techniques, enabled us to deliver a nuanced 

and extensive overview of the deepfake detection field. This sets 

a solid groundwork for future inquiries and developments in 

combating deepfakes. Details about various bibliometric 

indicators are presented in table 1, offering further insight into 

our findings. 

Table. 1 Bibliometric Indicators 

Indicators Definition 

Three Field 

Plot 

This Sankey diagram, crafted with 

meticulous attention to detail, effectively 

maps the intricate relationships among 

countries, keywords, and titles. It provides a 

vibrant depiction of the global research 

landscape and thematic linkages within the 

field, offering a clear visual representation 

of connections. 

Co-

occurrence 

Network 

This advanced metric reveals the complex 

network of associations among various 

keywords, highlighting the nuanced 

interactions and convergences within the 

shared academic discourse. 

Word Cloud Utilized as a potent exploratory tool, this 

text-mining technique proficiently identifies 

the most prominent keywords and themes, 

presenting an overview of the prevailing and 

emerging topics in the pertinent research 

areas. 

Thematic 

Map 

The thematic map serves as a pillar of 

analytical precision, delivering invaluable 

insights into key research domains and 

spotlighting areas vital for future 

advancements and sustainable progress in 

the field. 

Thematic 

Evolution 

Map 

This dynamic tool adeptly monitors the 

temporal shifts in research domains, 

uncovering the structural changes and the 

emergence of groundbreaking research areas 

over time. 

Conceptual 

Structure 

Map: 

Innovatively designed to detect keyword 

synergies, this map offers spatial 

representations in two or three dimensions, 

simplifying complex variables into a 

coherent and accessible format for in-depth 

data analysis. 

Co-citation 

Network 

This analytical tool excels at deciphering the 

relationships between document sets 

through mutual citations, revealing the 

interconnectedness and influence of 

scholarly works. 

Collaboration 

Network 

A graphical embodiment of academic 

collaborations, this network visualization 

exposes the cooperative efforts among 

authors, driven by their shared research 

objectives. 

Collaboration 

World Map 

This global visualization highlights the 

geographical spread and connections among 

authors and researchers, artistically mapping 

their collaborative networks across 

continents and regions, underscoring the 
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international scale and diversity of the 

research community. 

 
 

Fig. 2 A Traditional 3 Op-Amp Instrumentation Amplifier 

(INA) [3] 

 

4. DATA SOURCE AND 

PREPROCESSING 

 
In our exploration of the complex domain of deepfake detection, 

the choice of a data source was pivotal, serving as the 

foundation for accessing substantial, influential scientific 

content and uncovering pivotal research clusters that have 

influenced the field since 2019. We selected the Web of Science 

(WoS) database for its extensive coverage and academic 

reliability, recognizing it as a vital resource for acquiring 

esteemed journal insights crucial for a thorough, quantitative 

bibliometric analysis. 

 

The WoS Core Collection, celebrated for its wide-ranging 

citation indexes such as the Science Citation Index Expanded 

(SCIEXPANDED), the Social Sciences Citation Index (SSCI), 

and the Arts & Humanities Citation Index (AHCI), was the 

primary source of our data. To ensure comprehensive accuracy 

and depth in our study, we exclusively utilized data from 

SCIEXPANDED. This selection offered a dense fabric of 

scientific discussion from 2019 to 2024, which we captured 

using specific search terms outlined in Table 2. 

 

Our methodological approach involved the careful extraction of 

400 publications along with their comparative metrics from the 

WoS database as of 05th February 2024, providing a broad base 

for an extensive review of the deepfake detection sector. 

 

As indicated in Table 2, the keyword “Deepfake” yielded the 

highest number of article search results, followed by “Deepfake 

Detection” and “Deepfake Detection GAN”. 

 

The subsequent phase of data processing was facilitated by the 

advanced functionalities of Rstudio and the R programming 

language, both highly regarded for their precision and analytical 

capabilities in scientific research. Conducted on the Windows 

operating system, our detailed analysis utilized these 

sophisticated tools to thoroughly process, analyze, and refine 

the data, ultimately contributing to a deep understanding of the 

development, impact, and future directions of deepfake 

detection research. 

 

Table. 2 Key Phrases Employed for Database Query 

Search Terms Number of Articles 

“Deepfake” 400 

“Deepfake Detection” 271 

“Deepfake Detection GAN” 21 

“Deepfake Generative Adversarial 

Network” 

29 

“Deepfake Detection Generative 

Adversarial Network” 

40 

“Deepfake Attack” 46 

 

Fig. 3 Basic circuit of PGIA [10] 

 

5. RESULT AND DISCUSSION 

 
Many researchers have utilised various technique to employ 

instrumentation amplifier based on programmable gain [9-16]. 

In this article, V to I and I to V converters [12], Current Division 

Network technique [13] and Supply Current sensing technique 

[14] is briefly discussed. 

5.1 Analysis of Publication Composition and Structure 

Our analysis examines the publication structure across various 

dimensions, such as the average number of publications per 

year and the distribution of sources over different time periods. 

5.2 Annual Scientific Production 

Our bibliometric analysis of deepfake detection research traces 

a compelling narrative of rapid growth and expanding 

scholarly interest, as reflected in the data drawn from our 

selected database. The story begins in 2019 with foundational 

research marked by a modest total of 5 articles, as illustrated 

in Table 3. 

 
Fig. 1 Annual Scientific production from 2019 to 2024 

 

 

From this initial phase, we observed a significant uptick in 

academic output. By 2020, the article count had more than 

tripled to 18, signaling a growing recognition of the 

implications of deepfake technology and the need for robust 

detection methods. The momentum continued into 2021, with 

a surge to 67 publications, driven by increased awareness and 

advancements in technology, pushing deepfake detection into 

sharper scientific focus. In 2022, the publication count soared 

to 110, further emphasizing the intensifying interest and 

investment in the field, both academically and practically. The 

peak came in 2023, with a record 180 articles, underlining the 

rapid evolution of the field and mirroring the growing 

complexity of deepfake technology itself. 

Table. 3 Annual Research Output Frequency Table from 

2019-2024 
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Year Articles 

2019 5 

2020 18 

2024 20 

2021 67 

2022 110 

2023 180 

 

Looking ahead to 2024, we anticipate continued growth with an 

early count of 20 articles, suggesting ongoing momentum and 

relentless pursuit of innovation in deepfake detection. This trend 

is not merely a measure of quantity but reflects the increasing 

urgency and broadening scope of research in deepfake 

detection, showcasing the collective effort of the scientific 

community to stay at the forefront of this critical technological 

challenge. 

 

5.3 Countries Scientific Production 

In the dynamic domain of deepfake detection research, the 

trajectory of scientific production across key nations provides a 

vivid illustration of the global commitment and evolving 

contributions to this critical field. In figure 2 and figure 3, our 

comprehensive bibliometric analysis sheds light on the annual 

scholarly output from the USA, China, India, and South Korea, 

revealing trends that not only underscore the rapid growth of 

research activity but also highlight the shifting epicentres of 

innovation in response to the burgeoning challenge of 

deepfakes. In the dynamic field of deepfake detection, the 

geographical distribution of research output reveals significant 

contributions from leading nations, underpinning a concerted 

global effort to address the challenges posed by deepfakes. 

Through our bibliometric analysis, we've quantified these 

contributions, offering a clearer view of each country's role in 

this critical research domain based on their publication output 

from 2019 to 2024. 

 

Fig. 2 Scientific production (Country-Wise) 

 

The geographic distribution of scientific production in 

deepfake detection reveals substantial contributions from key 

nations, illustrating a global commitment to combating the 

challenge of deepfakes. Through our detailed bibliometric 

analysis, we have charted the annual scholarly output from 

countries like the USA, China, India, and South Korea, 

highlighting trends that not only demonstrate the rapid 

expansion of research but also the shifting innovation centers 

in response to deepfakes. 

The United States has achieved notable growth, reaching 160 

publications by 2024, which represents about 12.7% of our 

illustrative total, underscoring the significant role of the USA 

in advancing deepfake detection technologies. China has 

experienced a remarkable rise, achieving 546 publications by 

2024, which constitutes 43.4% of the total, reflecting its 

dominant influence on the global research landscape. 

 

 
Fig. 3 Total Scientific Production (Country-Wise) 

 

 



849 
 

© 2024 The Author(s). Published by Indian Society for VLSI Education, Ranchi, India 

 

India’s progression to 134 publications indicates a 10.7% share 

of the total output, signifying its increasing influence and 

active participation in global efforts to develop effective 

deepfake detection methods. South Korea’s publication 

trajectory, while not specified for 2024, suggests a meaningful 

contribution to the field. 

 

6. CONCLUSION 
Our comprehensive bibliometric analysis of deepfake 

detection research has spanned an extensive array of scholarly 

work, delivering deep insights into the thematic developments, 

significant author contributions, and global collaborations that 

are defining this vital area. The study has highlighted the 

intensive endeavours of leading authors and key journals, 

showcasing the routes through which advancements in 

deepfake detection methodologies are being driven. 

 

A major challenge in the field of deepfake detection is the 

rapidly improving quality and accessibility of deepfake 

generation technologies. With artificial intelligence and 

machine learning algorithms growing increasingly 

sophisticated, the capability to produce highly realistic 

deepfakes that closely mimic genuine content has significantly 

increased. This advancement has fuelled a dangerous arms race 

between the methods of creating and detecting deepfakes. The 

ease with which deepfakes can now be generated, even by 

those with limited technical skills, intensifies the risk 

landscape. Such widespread availability poses serious threats 

to individual privacy, security, and the overall integrity of 

digital media. As a result, the growing difficulty in 

differentiating authentic from fabricated content necessitates 

continuous innovation in detection technologies. This 

challenge also calls for a coordinated societal and regulatory 

approach to mitigate the complex repercussions of deepfakes. 
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